MATH2048 Honours Linear Algebra I1

Solution to Midterm Examination 1

1. Let W = {(al,az,a3,a4)€ R*:a,+ay,—a, =0, a2+a3=0} and

(@)
(b)

Solution:

(a)

(b)

Find a basis B; for W, and a basis 3, for W,.
Compute dim(W, + W,) and use it to determine whether or not R* = W, @ W,.

h as a
For (a,a,,as,a W , W€ nave .
( 1> %25 %3> 4) € 1 a, = a; + a,

Hence, we have

ay a; 1 0
a a 0 1
= =a +a , where a;,a, € R.
a, —a, 1o 2 _1 1,42
a4_ Cll + az 1
0
1

1
0

Thus, we have f; = ol ]
1

—2ay—-2
For (a,,a,,as,a,) € W,, we have —y 937 2
ay = dy
Hence, we have
a; —2(13 — 204 -2 -2
as a, 0 1
a;| = as =a3| +ay 0 , where a5, a, € R.
a, ay 0 1
-2 -2
0 1
Thus, we ha = ,
us, we have S, 1 0
0 1
Using (a), considering the (4 X 4)-matrix which consisting all column vectors of j,
and f, :
1 0 -2 =2 1 0 -2 -2 1 0 -2 -2 1 000
0O 1 0 1T |-R&+ |0 1T 0 1| R+t |01 0 1 2R3+R; (01 O 1
e ——— e
0 -1 1 0 0 -1 1 0| -R+rs |0 O 1 1 —2R3+Ry 0011
1 1 0 1 0O 1 2 3 00 2 2 00O0O0
Since the rank of the matrix is 3, hence we have dim(W, + W,) =3.

Further notice that dim(R*) = 4 # dim(W, + W,) =3.
Thus, R4 ?é W] @ W2 .



Let py(x) = x + 1. Consider the following mapping
T : P,(R) = M,,»(R)
p(0) p'(1)
p()

= , 1
(po-p)'(0) fo p(1)dt
1 0 -1 1 -1 0 -1 0
L = 1 2 =
et p { ,x,x} and y {(O 0>’<O 0>,<1 0>,<0 1>} be bases
for P,(R) and M,,,(R) respectively.
(a) Show that T is a linear transformation.

(b) Compute [T]Z. Please show your steps.

(c) Use the rank-nullity theorem to determine whether 7 is one-to-one. Please explain
your answer with details.

Solution:

(a) Take f,g € P,(R) and a € R, then we have
. (af +)(0) (af +g)'(1)
WOy @f+00©0 [ (s +gnds
af(0) +g(0) af'(1)+¢'(1)

a(py-£)O) +(py-©)©) [ af(ddt + [, g(0)dt

af©  afi(l) g©) g
“ae-rro af rodr) T \po- 90 [ gwrar

=aT(f)+T(g)
Thus, T is a linear transformation.

(b) Note that

(1 0\ _.(10 ~1 1 10 10
=5 1) =20 o)+ (5 o)+ (3 6) 1 (5 V)
(O 1\ 5710 ~1 1 —10\.1/(-10
T(x)‘<1g E(o 0>+1<0 o>+1<1 0>+E< 1)
0 2 _ _ 1/_
2 _7(1 0 11 10\, 1/-10
T =\ %) 3<0 1)”(0 0>+0<1 0>+3< 1)
Thus, we have




(¢)  Using (b), note that

1 1 0] 1 1 0 1 0 -2
01 2 0 1 2 L Ry+Ry—Ry+R 01 2
Vi 7 3| —3R+R, 73 16 Ry+Rs 3
1 1 1 1 4
_1 7 3 _0 T2 3] _0 0 3
1 0 -2 1 00
3R 01 2 2R3+R,—2R3+R, |0 1 O
—_ _—
0 0 i —%R3+R4 0 0 1
00 4 00 0

Hence by rank—;lullity theorem, we have
rank ([T]%) + Nullity ([T];) = dim (P,(R)) = 3

3

3 + Nullity ([T]/g)

Nullity ([T];> —0
Thus, we have A <[T]2) = {0} and this shows that T is one-to-one.

3. Let
K K
V= Z a,, sin(mx) + an cos(nx) :a,,b, € Rform,n=1,...,K

m=1 n=1
be a vector space over R. The addition and scalar multiplication are defined as
(af +g9)x) =af(x)+ g(x) forany f,g € V and a € R.
Given f = {sin(mx),cos(nx)}z .=y isabasisfor V. Let T:V —V be defined as

T(f):=—f"+f,where f” refers to the second order derivatives of f.
(a) Show that T is a linear transformation.

(b) Show that T is an isomorphism.

Solution:
(a) Take f,g € V and a € R, then we have
T(af+g)=—(af+8)" +(af+g)
=—af'—g'+af+g
=a(=f"+f)+(-g"+8)

=aT(f)+T(g)
Thus, T is a linear transformation.



(b) Now, it remains to show T is one-to-one and onto.
Forany fe& A4(T)CV suchthat T(f) = 0,let
K K

fx) = a,, sin(mx) + 2 b, cos(nx),

m=1 n=1
where a,,,b, € R and m,n =1,..., K.
Then, we have
I(f)=—-f"+f
K K K K
=— Z — amm2 sin(m x) + Z — bnn2 cos(nx) | + 2 a,, sin(mx) + Z b, cos(nx)
m=1 n=1 m=1 n=1

K K
= Z (1 4+ m?)a,, sin(mx) + Z (1 +n?)b, cos(nx)
1

m n=1

and hence

K K

D (1 +ma,,sin(mx) + Y (1 +n?)b, cos(nx) = 0
m=1 n=1

(1 +m?a, = (1+n>b,=0

because f = {sin(m x), cos(n x)}nK1 4 is a basis for V.
Note that m,n =1,...,K = 1+ m?1+n%+# 0, hence we have a,=b,=0
forall m,n = 1,..., K. This implies that f =0 and A (T) = {0}, thus T is one-
to-one.

Moreover, from the above T(f) for any f € V, it is clearly that RZ(T) = span(f) .
Hence dim %(T) = || = 2K = dim V and hence T is onto.
Thus, T is isomorphism as T is linear, one-to-one and onto.



4. Let V=C([0,1],R) be the vector space of real-valued continuous functions on [0,1].

(@)

(b)

Solution:

(a)

(b)

Let ©:V - RK  be a linear transi(zrmation. Define the induced lineird trans-
formation @ : V//V(CID) — R by ®W + N (P)) = O(v) . Show that ® is an
isomorphism if and only if @ is onto.

Let W be a subspace of V defined as follows:

e S =22

Construct an isomorphism between V/ W and R*, where k = dim (V/ W).
Deduce the dimension of V / W.

(=) Suppose @ is an isomorphism, then for any y € R¥, there exists
v+ (D) e V//V(d)) for some v € V such that 5(\/ +/V(d))) =y=®©) .
Thus, we have @ is onto.

(<) Suppose @ is onto, then for any y € R¥, there exist some v € V such that
y=®Ww) = E(v + A (®)), which is clear that @ is onto. Now, it remains to show
that @ is one-to-one.

For any u + /' (®) € ./V(E), we have © (u + A/(q))) = 0 = ®(u) and this implies
that u € N/ (®), so we have u + N (®) =0+ A (P) and hence @ is one-to-one.
Thus, we have D is isomorphism.

Note that we want to construct an isomorphism @ between V / W and R, by using
the result in (a), if we have to consider there is a linear map ® : V — R* such that
D : V/ N(®) — R* and such ® must be onto. That means, for any f € W, we
have to construct such onto @ and satisfies ®(f) = 0 and W = /(D).

f(3)-r©
Construct @ : V —» RN-! by f :

N-1
f <T> —f(0)
It is obviously that @ is linear.

Then, we want to show W = ./ (®) makes sense.

For any f € //(®), we have

r(4)-ro |
o=on=|

f(%%}—ﬂm_

then this follows that

0o (3)5(3) <125

Hence, this shows that f € W and /' (®) C W.



On the other hand, for any f € W, we have

EMERORES

then we have

(i)_ ) = - = <—N_1>— 0 =0
fN fO)=-=f N f0) =

and hence )
(%) -ro

O(f) = : =0
F(54) -,

This shows that f € A(®) and W C N (D).
Therefore, we have W = /(D) .

Next, it remains to show @ is onto.
a
Forany a = : € RN"! there is a piecewise linear function f € V defined as
an—1
follows:

f(0)=0

f(%) —a+f0) k=1,.,N-1

such that ®(f)=a.
Thus, @ is onto.

Finally, by using (a), the induced linear transformation @ : V/ N (D) - RN s
defined by @ (v + N (D)) = D(v) ,
that is @ : V/ W — RN=! defined as v + W — ®(v) is isomorphism follows from

the result of (a).
Thus, it is clear that dim (V/W)=N-1.



5. Let V be an infinite dimensional vector space over F. Suppose W is a proper subspace
of V (thatis, W C V). Consider the family of subspaces:

(a)
(b)

Solution:

(a)

(b)

F = {A CV:Aisasubspaceand ANW = {0}}
Using Zorn’s lemma, prove that % contains a maximal element w.

Provethat V=W @ W.

First of all, the elements in # are partially ordered with respect to inclusion.
For any chain € in #: A] C A, C --- C A, C -+, define

— (69
= U A
_ k=1
Then, we have to show A € F

Ak) =[=] AN W) =[=] (0} = {0}

e Notethat A N W = (

T s

—~~

* Also, A is asubspace.

Since 0 € A, € A

Forany X,y € A, there exist m,n € Z* such that x € A, and y € A,.
It implies that X,y € Ao, 0o

Hence ax+Yy € A xim.n C A ,foranya € Fand X,y € A

Last, applying Zorn’s lemma.

Since A isamemberof & that contains each member of &.

By Zorn’s lemma, & contains a maximal element w.

Using the result of (a), since W € & and hence WN W = {0}
Now, it rer@ins to show that V = VL+ W.
Since W, W C V,obviously W+ W C V.

Suppose that V C W + W, then there exist some X € V\<W+ W) and x # 0.
Now, it is sufficient to show <W+ span{x}) NnNW= {0}

Forany y € <ﬁ7+ span{x}) N W, there exist W € W and a € F such that
y=w+ax
Since y € W,we have ax=y-we W+ W .

However, x € W + W and x # 0, we have a = 0.
Hence, we have

W=w+0x=yeW
It implies that we WnN W = {0} and W =0 and hence y=w+ax = 0.

Therefore, we have <W+ span{x}) NnNwW= {0} and then W + span{x} € #.

This contradicts to the maximality of existence of W in Z. So, the assumption that
VcW+ W is false and therefore V. =W+ W .
Thus, by definition and this shows that V = W @ W and completes the proof.

END



